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Kia Ora and welcome,

The papers in this volume form the Proceedings of the 42nd Annual Conference of the
Operational Research Society of NZ (ORSNZ) held 29-30 November 2007 at the University
of Auckland, Auckland, New Zealand.

This ORSNZ conference takes advantage of the sabbatical visits of Professor Michael Trick
and Professor Gerard Cachon to Auckland. Both Professors Trick and Cachon have kindly
agreed to be our plenary speakers. Professor Trick has been the Hood fellow at the University
of Auckland during 2007, and throughout his visit to New Zealand he has promoted the
subject of Operations Research in several public lectures and advocated the essential
involvement of OR in industry. Professor Cachon arrived in Auckland in September and is
staying until June 2008.

This conference could not have been organised without the invaluable assistance of staff and
graduate students from the Department of Engineering Science at the University of Auckland.
I would like to specially thank Andrew Mason, Hamish Waterer, Tony Downward, Ziming
Guan, Amir Joshan and Oliver Weide. I would also like to thank Mark Wilson for
organizational and technical assistance. Many thanks also to all the authors who have
contributed to this volume.

We are most grateful for the strong support provided by our sponsors; The Electricity
Commission, The Energy Centre of the University of Auckland, Transpower, Optima
Corporation, HRS and the Department of Engineering Science at the University of Auckland.

Golbon Zakeri
Conference chair
November 2007
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The Science of Better and Better Together

Michael Trick
Tepper School of Business

Carnegie Mellon University
Pittsburgh, PA, USA

Abstract

Operations Research (OR) is the art and science of better decision making.
By using mathematical models, organizations and individuals create value through
these better decisions. Historically, OR has provided incremental improvement
through better scheduling, resource allocation, and distribution planning but these
improvements have been limited due to lack of data or limited computational power.
With the recent trends towards massive data sets and significant computational
power, combined with algorithmic advances in the field, OR is becoming much
more relevant to practice. In contrast to these trends, OR as a field appears to be
struggling. Professional society membership is decreasing, and there is a perception
that academic course offerings are also on the decline. ”OR groups” in industry
are a vanishing breed. How can we reconcile this dichotomy, and what can we do
about it? I'll bring some thoughts from my experiences in the US and New Zealand,
along with consulting work I have done with Major League Baseball and the United
States Postal Service and others.

Michael Trick is Professor of Operations Research at the Tepper School of Busi-
ness, Carnegie Mellon University, where he has been on faculty since 1989. His
research interests are in computational integer programming and applications in
sports and social choice. In 2002, he was President of INFORMS he is currently
the Vice-President/North America for the International Federation of Operational
Research Societies. In 2007, he was Hood Fellow and Honorary Research Fellow at
the University of Auckland.



Uniform-price auctions versus pay-as-bid auctions

Andy Philpott
Department of Engineering Science
University of Auckland
(joint with Eddie Anderson, UNSW)

Abstract

We consider the problem of optimizing a supply function bid into a discrimina-
tory auction in which each agent is paid their bid price on each increment of offered
capacity. The efficiency of pay-as-bid auctions in comparison with uniform-priced
auctions has been debated, as it is conjectured that in the former auction, agents
will simply bid their offer prices up to an anticipated clearing price. Using market
distribution functions, we derive optimality conditions for each agent in a pay-as-bid
auction, and compute Nash equilibria in supply functions. In most realistic cases,
there are no pure-strategy equilibria in this game. In the absence of capacities
and price-caps, there are infinitely many mixed-strategy equilibria, which become
uniquely determined when generators have limited capacities and are subject to a
price cap.



Learning implicit collusive behaviour in electricity
markets.

Eddie Anderson
Australian School of Business
University of New South Wales

Abstract

When oligopolies involve repeated play (as in wholesale electricity markets) we
can expect collusive outcomes to emerge. We model the learning of such collusive
behaviours using a genetic algorithm in a stylised model of an electricity market. We
show that collusion occurs even though the system may not settle into a single stable
collusive equilibrium. We show that implicit collusion has the most importance in
markets in which there is an intermediate amount of market power. It is hard to
learn collusive patterns of behaviour in markets which are either highly competitive,
or in which one player has substantial market power.



AN APPLICATION OF A MALMQUIST
PRODUCTIVITY INDEX
TO NEW ZEALAND ELECTRICITY
LINE BUSINESSES

Paul Rouse and Annie Wing Huen Leung
Department of Accounting and Finance
University of Auckland
New Zealand
p.rouse@auckland.ac.nz

Abstract

This paper describes the different treatments of the Malmquist productivity index such
as the Quasi-Malmquist DEA, the generalised Malmquist productivity index and Desli and
Ray (1997) Malmquist productivity index. The base and adjacent period Malmquist
productivity indexes are explained and an application of the base period Malmquist DEA
on the New Zealand electricity line companies during 1999 to 2003 is carried out. This
analysis enables us to decompose the conventional Malmquist productivity index into
technological and efficiency changes to test whether the technology has changed
throughout the sampling period. The results indicate a positive shift in technology between
1999 and 2003 with improvements in technical efficiency during 1999 to 2000, 2001 and
2002, but a decline in technical efficiency during 1999 to 2003. The evidence also shows
that capacity has a significant impact on efficiency but has an insignificant impact on the
changes in efficiencies or technology of the line companies.

1 Introduction

In 1987, the electricity industry was restructured as part of the Labour Government’s
plan for substantial changes of key New Zealand Government services. Since then, various
modifications have been implemented by successive New Zealand Governments, with a
major preoccupation with managing the monopoly on line operations in the electricity
industry. In April 1999 in a major change aimed at reducing operating costs and improving
efficiency, the industry was split into generation, transmission and retail components in
order to reduced monopoly operation and encourage competition.

Applying Data Envelopment Analysis (DEA) to data from 1999 to 2003 we estimate a
Malmquist (1953) index which separates the effects of changes in productivity into
technical efficiency and technological changes. We also describe different index
decompositions focusing on the Quasi-Malmquist DEA, the generalised Malmquist
productivity index and the Desli and Ray (1997) Malmquist productivity index.
Specifically, the base and adjacent period Malmquist productivity indexes are examined in
more detail with the former applied to New Zealand electricity line companies (ELBs).



2 Malmquist DEA

The Malmquist index was introduced by Malmquist in 1953 and further developed
using DEA by Fére et al. (1994). The variable returns to scale output oriented Malmquist

productivity index (M!*") can be written as:
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where period t is the benchmark technology period, x is the input vector and y is the output
vector. As shown, this can be decomposed into two components, where the first denotes
the Debreu-Farrell technical efficiency change (TEA. (x', yt, x', y*")), and the second
denotes the technological change (TA. (x', yt, x'™', y*"), i.e., the shift in production
frontier.

Although this index enables the decomposition of technical changes and technical
efficiency changes, it ignores non-radial slacks and the effects of returns to scale. This
gives rise to the possibility of misallocating productivity changes to technological change
or efficiency change.

Grifell-Tatjé, Lovell and Pastor (1998) introduced the quasi-Malmquist productivity
index that incorporates the non-radial form of inefficiency defined in Koopmans (1951)
definition of efficiency. They use a weighted additive output oriented DEA model instead
of the conventional DEA model to calculate the non-radial efficiency scores for the quasi-
Malmgquist index, and obtained the total output slacks from the DEA model, where

(¢ - l)y,’n represents radial slack and ! represents non-radial slack:
S =(p-1)' +r! m=1,...M

Using the total output slacks (S! ) obtained, the non-radial technical efficiency is defined
as:
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The quasi-distance functions (Q'y(x', y')) used to calculate the quasi-Malmquist
productivity index is the inverse of the above non-radial technical efficiency measure. In
the case where there are no output slacks, Q'o(x', y') will equal D'(x', y') in the conventional
Malmgquist index and the quasi-Malmquist productivity index will be equivalent to the
conventional Malmquist productivity index.

Grifell-Tatjé and Lovell (1999) provide a generalised Malmquist productivity index
which decomposes into the conventional Malmquist productivity index and a Malmquist
scale index as follows:
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where My' (x', y', ', y*") is the conventional Malmquist productivity index and Eo (x', y',
x""!) is the period t Malmgquist scale index defined as the ratio of a pair of output oriented
scale efficiency measures relative to the period t technology.

IfEo (%', ', x™" ) > 1, it means that ( x"", y') is more scale efficient than ( X', y'), i.e.,
scale economies contributed positively to the productivity change over the two periods, t
and t+1, and vice versa if Eo (X', y, X" ) < 1. When Eo ( x', ¥, x"™" ) = 1, it means that the
degree of scale efficiency is the same between the benchmark period (t) and the period t+1.

In contrast, Desli and Ray (1997) introduce the variable returns to scale frontier as a
benchmark and measure technical change using ratios of variable returns to scale distance
functions:
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where D' represents constant returns to scale and D;"' represents variable returns to scale

distance functions. The first term in the above equation represents the technical change
measured by a ratio of variable returns to scale distance functions; the second term
represents the technical efficiency change measured also by a ratio of variable returns to
scale distance functions; the final term, the only term that is different from the Grifell-Tatjé
et al. (1998) method of decomposition, represents the scale efficiency change relative to
period-t technology using different data (i.e., (x', y) and (x'"', y*™")) from Grifell-Tatjé et
al.’s scale efficiency change term, which uses data (x', y') and (x", y").

2.1 Base and Adjacent period Malmquist productivity indexes

The change in productivity over time can be analysed in two ways (Althin, 2001,
Asmild et al., 2004): a base-period comparison, which compares data for different years
with a base year (usually the first year in the sampling period), and an adjacent-period
analysis, which compares data for different years with the prior year’s data.

The main difference between the two methods is that the base period measure of
technical change depends on the fixed base period’s technology. This can be problematic
when there are significant changes in the technology of the dataset during the sampling
period, or when a long sampling period is employed. For example, when technical changes
are measured for the year 2000 to 2005, the technical changes when employing the year
2000 as base year and the efficiency scores when employing the year 2005 as base year can
be significantly different, especially when there are dramatic technology changes during the
5-year period. This creates a dependency on the base period’s technology as a reference for
measuring the technical changes, which might not be relevant to the periods that are under
examination. On the other hand, this method fulfils transitivity, where the product of the
index number of period-0 relative to period-1, and the index number of period-1 relative to
period-2, equals the index number of period-0 relative to period-2 (Althin, 2001). Althin
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(2001) finds that the change in efficiency from one period to another period differs
significantly if the base period changes. This suggests that the measure of changes in
productivity is dependent on the base-period technology and may not “truly” measure
changes in productivity across the years. However, Fisher (1922) suggests that the circular
test is not strictly necessary in order to obtain an accurate analysis.

The adjacent period method measures the shift in frontier at time t and t+1 for
technology changes which are then averaged geometrically. This method does not fulfil the
circular tests but it does not depend on a base period technology benchmark when
measuring changes in technology.

Since the effects of the two methods are uncertain, both are considered in the study of
the electricity line industry below. As the two methods provide similar results, only the
base period Malmquist productivity index results will be reported below to study the
changes in efficiency after the 1999 electricity reform.

3 Literature Review

The Malmquist productivity index has been used in a number of empirical studies to
measure performance of industries such as the health sector (Giuffrida, 1999;
Sommersguter-Reichmann, 2000), electricity industry (Edvardsen and Forsund, 2003;
Klein and Yaisawarng, 1994), productivity in OECD countries (Fare, Grosskopf, Norris
and Zhang, 1994), telecommunications (Uri, 2001), multi modal bus transit (Viton, 1998)
and the banking industry (Asmild, Paradi, Affarwall and Schaffnit, 2004; Grifell-Tatje,
Lovell and Pastor, 1998).

There are several studies on the effects of the introduction of new regulations and
controls on productivity change in the electricity industry worldwide, using conventional
DEA and the Malmquist productivity index. Klein and Yaisawarng (1994) studied the
effects of sulphur dioxide controls on the productivity change in the U.S. electric power
industry using the Malmquist input-based productivity index. They decomposed the index
into change in technical efficiency, changes in technology and changes in scale efficiency
and found that productivity had decreased from 1985 for three of the four target years.

Scully (1998) studied the effects on efficiency gains of the transformation of New
Zealand electrical supply industry, from state-owned to commercially-oriented power
companies. A translog cost function was used to measure the efficiency gains which
indicate that the reforms had substantial cost reducing effects.

Lawrence’s (2003) analyses employed total factor productivity (TFP) analysis to look
at changes in the industry productivity growth from 1996 to 2003. He used three outputs,
namely throughput, system line capacity and connection numbers, and five inputs, i.e.,
operating costs, overhead line capacity, underground line capacity, transformer capacity
and other capital. He found an average of 2.1% annual increase in the TFP growth trend
during 1993 to 2003, and an increase of 5.6% during the year 1999 to 2000. Lawrence
suggests that this change in the TFP index is due to the change in electricity regulations in
the year 1999, leading to an improvement in the efficiency of the industry. However, given
that the TFP index does not take into account the change in technology during the sampling
periods, it cannot be certain whether the increase is due to efficiency or technology
changes, or a combination of the two.

4 New Zealand Electricity Industry Data



The sample analysed in this study includes 29 New Zealand electricity line companies
over the years 1999 to 2002 and 28 New Zealand ELBs in 2003. 15 of the ELBs operate in
the North Island and 13 in the South Island. One company in the North Island was
removed in 2003 because of the purchase of United Networks by Vector. The data was
collected from the Commerce Commission (2003) and verified using the independent
database  established in Lawrence (2003) and data published in the
PriceWaterHouseCoopers (2003) Electricity Line Business Information Disclosure
Compendium for the years 2001 to 2003. In order to adjust for the effects of inflation, all
monetary data, e.g. direct and indirect costs are adjusted to 2003-dollar value using the
Customer Production Index (CPI)’s electricity group index.

The DEA model comprises three outputs: total electricity distributed, number of
connections and a quality factor (SAIDI); and three inputs: direct and indirect costs, loss
ratio and the optimised deprival value as a measure of the capital investment in the line
businesses.

5 Results

The first DEA analysis pools the data over the five years with results reported in Table
1 showing an increasing trend with the exception of 2002.

1999 2000 2001 2002 2003  Average
Average 82.4% 85.8% 87.6% 85.6% 88.4% 86.0%
Median 84.1% 86.0% 87.8% 84.2% 88.2% 86.1%

Table 1 — Pooled DEA efficiency scores

Table 2 reports the results of a Malmquist productivity index with 1999 as the base
year with decompositions into changes in technical efficiency and technology. 21 (8) ELBs
have efficiency changes greater (less) than 100% for the years 2000, 18 (11)ELBs for 2001,
19 (10) ELBs for 2002 and 10 (18) ELBs for the years 2001 and 2003. Aurora Energy
shows a decline in technical efficiency over the entire period, with an average of 91.9%.
Nelson Electricity and Network Tasman display improvements in efficiency with an
average of 132.55% and 123.7% respectively.

There are 22 ELBs who have progressive technology changes (where TA >1) 1999 to
2000, 25 ELBs for 1999 to 2001, 22 ELBs for 1999 to 2002 and 25 ELBs for 1999 to 2003.
ELBs such as Network Tasman, Orion New Zealand and Vector show considerable
improvement in technology over the sampling period, with an average of 107.1%, 119.4%
and 116.5% respectively. Other ELBs such as Nelson Electricity have considerable
regressive technological changes (average of 86.3%). The variation for technology changes
is significantly lower among the ELBs than for technical efficiency changes. Vector and



Table 2

Malmquist productivity Index

Changes in Technical Efficiency

Technology Change

99-00 99-01 99-02 99-03 99-00 99-01 99-02 99-03 99-00 99-01 99-02 99-03
1 Alpine Energy 104.82% 108.48% 134.78% 126.12% 104.9% 103.6% 132.6% 114.4% 99.95% 104.76% 101.64% 110.20%
2 | Aurora Energy (Dunedin Electricity) 96.14% 98.48% 98.85% 100.90% 95.1% 93.1% 88.2% 91.2%| 101.14% 105.81% 112.03% 110.64%
3 Buller Electricity 89.18% 98.53% 109.14% 124.16% 94.1% 98.4% 112.4% 124.9% 94.82% 100.18%  97.06%  99.39%
4 | Centralines 120.52% 112.34% 109.47% 112.12% 118.0% 107.8% 110.1% 99.3%| 102.13% 104.19%  99.44% 112.88%
5 | Counties Power 104.54% 99.94% 129.46% 96.68% 100.5% 93.4% 121.3% 78.5%| 104.04% 106.98% 106.76% 123.09%
6 Eastland Network 98.92% 124.13% 110.40% 116.42% 101.5% 125.2% 109.3% 95.1% 97.47%  99.12% 100.98% 122.38%
7 Electra 102.90% 92.96% 102.17% 97.84% 98.8% 93.1% 102.0% 89.0%| 104.19% 99.82% 100.14% 109.96%
8 | Electricity Ashburton 118.91% 110.45% 117.81% 118.92% 118.1% 105.3% 109.7% 103.7%| 100.68% 104.85% 107.41% 114.66%
9 | Electricity Invercargill 134.15% 129.90% 95.23% 127.62% 132.0% 132.0% 100.7%  132.0%| 101.64% 98.42% 94.53%  96.69%
10 | Horizon Energy Distribution 106.68% 118.82% 107.46% 125.10% 102.1%  104.8% 94.9% 106.5%| 104.48% 113.33% 113.19% 117.48%
11 | MainPower New Zealand 105.56% 111.64% 115.49% 112.91% 97.4% 100.2% 107.1% 84.7%| 108.33% 111.36% 107.86% 133.35%
12 | Marlborough Lines 109.28% 101.04% 96.79% 99.70% 105.3% 95.4% 93.4% 76.5%| 103.81% 105.96% 103.62% 130.39%
13 | Nelson Electricity 111.97% 144.59% 93.21% 105.40% 135.6% 167.9% 100.0% 126.7% 82.56% 86.12%  93.21%  83.19%
14 | Network Tasman 110.68% 135.05% 142.09% 142.78% 107.5% 130.3% 129.9% 127.1%| 102.94% 103.64% 109.37% 112.32%
15 | Network Waitaki 117.55% 121.32% 99.39% 90.99% 112.2% 108.4%  108.2% 74.8%| 104.77% 111.96% 91.87% 121.71%
16 | Northpower 103.40% 111.82% 109.55% 119.23% 95.4% 1004% 101.8% 106.8%| 108.34% 111.39% 107.65% 111.65%
17 | Orion New Zealand 103.31% 100.56% 113.36% 99.02% 82.5% 74.6%  100.0% 95.0%| 125.22% 134.72% 113.36% 104.23%
18 | Otago Power 113.30% 117.34% 117.10% 120.56% 110.7% 113.4% 108.7% 95.8%| 102.35% 103.46% 107.74% 125.82%
19 | Powerco 100.97% 102.21% 94.99% 105.63% 100.2% 96.6% 89.3% 90.6%| 100.77% 105.80% 106.39% 116.64%
20 | Scanpower 110.68% 119.99% 100.93% 104.70% 114.7% 111.2% 116.4% 101.4% 96.48% 107.87%  86.72% 103.30%
21 | The Lines Company 107.02% 114.15% 108.72% 90.92% 103.6% 107.2% 106.1% 74.3%| 103.28% 106.50% 102.49% 122.44%
22 | The Power Company 118.85% 119.92% 103.30% 110.38% 119.4% 116.8% 94.9% 99.8% 99.52% 102.68% 108.84% 110.61%
23 | Top Energy 100.21% 106.44% 93.72% 78.06% 96.4% 97.2% 94.5% 68.6%| 103.99% 109.46% 99.16% 113.87%
24 | Unison Networks 105.87% 97.57% 102.53% 107.77% 101.2% 94.4% 99.2% 99.7%| 104.63% 103.40% 103.33% 108.14%
25 | UnitedNetworks 107.09% 112.22% 114.52% 100.0% 100.0%  100.0% 107.09% 112.22% 114.52%
26 | Vector 1156.90% 119.25% 121.25% 109.40% 100.0% 100.0% 100.0% 100.0%| 115.90% 119.25% 121.25% 109.4%
27 | Waipa Networks 105.06% 103.44% 106.84% 97.19% 100.4% 97.7%  106.2% 87.4%| 104.68% 105.86% 100.60% 111.2%
28 | WEL Networks 103.21% 99.08% 100.55% 100.89% 100.2% 96.7% 98.5% 93.8%| 103.02% 102.43% 102.10% 107.57%
29 | Westpower 95.70% 105.19% 106.59%  90.28% 98.5% 100.9%  105.3% 72.3% 97.12% 104.26% 101.19% 124.84%
Average 107.7% 111.6% 108.8% 108.3% 105.0% 105.7% 104.9% 96.8% 102.9% 106.4% 103.9% 113.1%
Median 105.9% 111.6% 107.5% 106.7% 101.2% 100.4% 102.0% 95.5% 103.0% 105.8% 103.3% 112.0%
Maximum 134.2% 144.6% 142.1% 142.8% 135.6% 167.9% 132.6% 132.0% 125.2% 134.7% 121.2% 133.3%
Minimum 89.2% 93.0% 93.2% 78.1% 82.5% 74.6% 88.2% 68.6% 82.6% 86.1% 86.7% 83.2%
Standard Deviation 9.0% 12.2% 12.0% 14.2% 11.3% 16.8% 10.6% 17.2% 7.0% 8.1% 7.5% 10.6%

Table 2: Malmquist Index Decomposed into Technical Efficiency and Technology Changes




United Networks have no changes in efficiency over the five-year period because in
the calculation of the Malmquist index, these ELBs had infeasible super-efficiency
scores for all five years and a proxy has been used to calculate the Malmquist Index.

Some interesting insights can be gained from the Malmquist productivity index.
For Electricity Ashburton (Table 3) the pooled DEA analysis for 1999 to 2002 shows an
average efficiency of 70.4%. However, in 2003, there is a significant increase in
efficiency to 80.2 %. The pooled DEA results would attribute all the increase in its
efficiency scores to that year. However, the Malmquist productivity index shows the
significant increase is not caused by technical efficiency improvements, (which declines
in 2003 although it is larger than 100%), but is due to significant technological
improvement for 2003. (Recall that 1999 is the base year).

1999- 1999- 1999- 1999-
2000 2001 2002 2003
0 v} 0 V)
Malmquist Tech Efficiency Changes 118.1% 105.3% 109.7% 103.7%
Index o o o o
Technology Changes 100.7% 104.9% 107.4% 114.7%
1999 2000 2001 2002 2003
Pooled DEA Efficiency Score 7 69.1% 75.3% 68.2% 69.0% 80.2%
Mean (70.4%)

Table 3 —Summary of Efficiency of the ELB, Electricity Ashburton

Overall, the results indicate a positive shift in technology between 1999 and 2003
with improvements in technical efficiency during 1999 to 2000, 2001 and 2002, but
with a decline when comparing 1999 to 2003. In order to see whether these changes in
technology and technical efficiency are caused by factors not analysed in the above
models, further sensitivity analysis is carried out to investigate the variations in
efficiency in the pooled analysis and the changes in technology and technical efficiency
in the Malmquist approach. Factors investigated include capacity, percentage of lines
underground and location differences.

5.2 Regression results

To evaluate possible relationships between efficiency and potential environmental
factors, Table 4 reports the results of regressions of the pooled DEA and Malmquist
DEA efficiency scores using the following explanatory variables:

TRANS CAP = Total installed distribution transformer capacity, in kilovolt amperes
(TRANS_CAP)* = TRANS_CAP squared, in kilovolt amperes

TOT SYS LENG = Length of overhead line and underground cable measured in
kilometres

UNDER = Percentage of lines underground (= total underground lines (km) divided by
total system length (km))

For the pooled efficiency scores, YR _00, YR 01, YR 02, YR 03 = Dummy variable for
2000, 2001, 2002 and 2003

For the Malmquist measures, YR 9901, YR 9902, YR 9903 = Dummy variable for 1999
compared with 2001, 1999 with 2002 and 1999 with 2003

NORTH =1 if line business is located in North island.

The pooled DEA efficiency scores regression models show transformer capacity,
total system length, the percentage of lines underground and North Island location as
significantly related to the efficiency scores in the pooled DEA model. In particular, as
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the percentage of underground lines increase, there is an increase in the efficiency
scores. North Island ELBs are on average 23.2% more efficient than South Island ELBs
possibly because there are more high density urban areas in the North Island. .
Transformer capacity appears to have a detrimental effect on efficiency scores and the
positive quadratic terms suggests a U-shaped relationship implying diseconomies
associated with mid-sized ELBs.

Pooled Malmquist Malmquist
DEA Technical Technogical
Results Efficiency Change
TRANS_CAP 0445 1RaNs_cAP -0.397 -0.139
TRANS_CAP2 0672""  rRANS_CAP2 0.441 0.067
TOT_SYS_LEN 0.229" o1 gys LEN 0067 0.034
UNDER 0.385™ L NDER -0.059 -0.004
YR_00 009 YR 9901 0.030 0.169
YR_01 0144 yR_g902 0.010 0.057
YR 02 0084 ¢ 9903 0.222% 0,502+
YR 03 0.128
NORTH 0-232" " NORTH -0.233™ 0.072
Adjusted R- 0.242 0.056 0.135
Square

L <1%*** <5%** <10%*
Significance

Table 4: Regression Results of Efficiency Scores and Explanatory Variables

For the Malmquist changes in technical efficiency, technical -efficiency
improvement is significantly lower between the year 1999 to 2003 than 1999 to 2000,
2001 and 2002. In addition North Island ELBs have lower improvement in technical
efficiency than ELBs in the South Island (23.6%). In contrast, the only significant
variable for technology change is between 1999 and 2003.

6 Conclusion

In contrast to the pooled DEA model, the Malmquist index shows both efficiency
and technology changes over time. Overall, North Island ELBs perform better than the
South Island ELBs confirming results reported by Banicevich (1998). However
efficiency improved at a higher rate in the South Island than the North Island. Although
the percentage of lines underground and capacity significantly affect the pooled DEA
scores, no significant relationships were found with efficiency and technology changes
over time. Total system length does not appear to have any significant impact on the
efficiency of ELBs.

Omitted variables are always an issue, but the model has used combined inputs and
outputs employed in most other DEA studies and the DEA analysis on the New Zealand
Electricity Industry by Banicevich (1998). Nonetheless, managerial aspects of
companies are also important factors which might influence the efficiency of the
companies.
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PuLP a Linear Programming Tool Kit for Python

Stu Mitchell
Department of Engineering Science
University of Auckland

Abstract

Mathematical Programming Languages such as AMPL and GAMS are widely
used within operations research. These languages encourage students and practi-
tioners to clearly state their models in an algebraic form. The model is then clearly
readable and separated from instance data.

PuLLP is a algebraic mathematical programming toolkit for the Python program-
ming Language. PuLP was originally developed by Jean-Sebastien Roy (js@jeannot.org)
and extended by Stuart Mitchell (s.mitchell@auckland.ac.nz). Users of PuLP can
state their models clearly through the use of an algebra of mathematical program-
ming specific objects including problems, variables and constraints. Currently,
three different solvers (CPLEx, LpSolve and Coin-or) are supported. As Python is
a full programming language users are not restricted to the limited functionality of
AMPL and GAMS.

There are a number of algebraic mathematical programming toolkits for other
languages including Concert (CPLEX) and FLOPC++ (COIN-OR). PuLP uses
Python language constructs (list comprehensions and modules) to make the con-
struction of mathematical programs much easier.
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Daisy: A Detailed Simulation of Milk Collection

Geoff Leyland
Incremental Limited
Auckland

Abstract

The dairy industry is fundamental to the New Zealand economy. Collecting the
milk from farms and transporting it to processing sites occupies one of the coun-
try’s largest transport fleets. Daisy is a detailed simulation of milk collection and
transportation that can be used to study existing collection operations and what-if
scenarios over extended periods of time. Daisy is composed of a discrete-event simu-
lation engine, a shortest- path algorithm, a heuristic route planner, domain-specific
logic and a scripting language. Combined with detailed data on milk supply, the
transport fleet, production requirements and a road map, Daisy becomes a powerful
tool for studying collection operations and a decision support tool for making im-
provement decisions. This talk will give an overview of Daisy’s design, cover some
interesting aspects of its construction and a discussion of other scenarios where it
could be used.
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New Tools for Military Operations
Analysis: Agent-Based Models Combined
with Genetic Algorithms

Gregory C. McIntosh
Defence Technology Agency
Devonport Naval Base
Auckland
New Zealand
g.mcintosh@dta.mil.nz

Abstract

MANA (Map Aware Non-uniform Automata) is an agent-based model developed by the
Operations Analysis group at Defence Technology Agency. It has been used for a
number of studies including: modelling civil violence management, maritime
surveillance, coastal patrols, and developing future land operating concepts for the NZ
Army. MANA purposefully leaves out detailed physical attributes of the entities being
modelled if this is not expected to have any bearing on the study at hand. Hence, the
model runs relatively fast, allowing fitness landscapes to be built up over parameter sets
within a reasonable time frame. Agents are ascribed a set of personality weightings to
guide their behaviour on a battlefield map. These settings can change state, depending
on the presence of other agents and terrain features on the map. Hence, a rich variety of
behaviour can emerge from a seemingly straightforward scenario, allowing novel
military solutions to be uncovered. The agent personality weightings lend themselves to
being incorporated into a genetic algorithm (GA) scheme for evolving superior military
tactics. We present such a GA scheme and an example of its use.

1 Introduction

Genetic algorithms have recently found acceptance as a viable tool for solving a variety
of problems such as designing electronic circuits, automated software development and
designing efficient communications networks. More generally, genetic algorithms can
be used to solve problems requiring some type of optimization where a large number of
parameters are involved and the mathematical structure of the fitness function is not
well behaved or is unknown beforehand.

The genetic algorithm derives its inspiration from the way species are thought to
evolve in nature. A species’ physical and behavioural characteristics are encoded by
their genes. The ‘solution’ for a particular species corresponds to those individuals who
are fittest to survive in their environment. Our GA scheme is illustrated in Figure 1. In
order to evolve a squad of agents to achieve dominance in a scenario, a population of
equivalent squads is defined starting from a random gene pool. Each squad from the
population is pitted against the scenario’s enemy in turn to establish fitness values.
Fittest squads are retained in the gene pool while less fit squads are allowed to fall by
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Figure 1. The genetic algorithm scheme, where g1,...,g4 and hy,...,hy are genes
corresponding to agent personality weightings in the MANA model.

the wayside. Analogous to evolutionary biology, recombination of chromosomes is
carried out to determine the next generation of squads. Repeating the process yields a
superior squad which optimally solves the scenario at hand. This typically occurs after
just a few generations. The genes in our scheme are integer valued; in contrast to the
binary genes found in evolutionary biology. Our scheme focuses on evolving clever
tactics and behaviour with the military hardware already specified. Hence, the emphasis
is on optimization of operating procedures, as opposed to, say, equipment procurement.
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Figure 2. (a) Two-sided battle. Both sides are equivalent except the Friendly force has
been split into 4 squads. (b) Tactics evolved by the Friendly force: flanking manoeuvre.
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The example shown in Fig. 2 illustrates one particular scenario evolved using our GA
scheme. Two armies of agents are pitted against each other. Both sides are equivalent
except that the Friendly force has been split into 4 equal squads. Without some type of
coordination amongst the four squads, the Friendly force is at a disadvantage since each
squad by itself is outnumbered by the enemy force. The GA scheme has been applied to
find tactics which can give an advantage to the Friendly force. Tactics evolved are
shown in Fig. 2(b), and correspond to a standard flanking manoeuvre. Two squads adopt
a more passive stance and maintain a stand-off distance from the enemy. This keeps the
enemy occupied and fixed in place. Meanwhile, the other two squads adopt a more
aggressive stance. They sweep around and, in a pincer-type movement, achieve local
numerical superiority at the enemy’s flank. This allows the Friendly force to gradually
‘wear down’ the enemy and gain the upper hand. Communication links between the four
squads (which are modelled in MANA) were essential for this stategy to work.

3 Summary

The genetic algorithm performs extremely well and usually arrives at some sensible
solution for outperforming a scenario’s enemy. The GA tool often brings up unexpected
solutions which may not have been intuitively obvious at the outset. Our GA tool
usually converges to a solution within approximately 10 — 20 generations. For smaller
scenarios, such as the one illustrated in this article, a population size of N ~ 10 has been
found to be more than adequate. For larger scenarios with multiple squads involved and
many personality weightings selected to build larger chromosomes, we have found N ~
20 to be quite adequate for bringing up viable solutions. On the other hand, for N > 100
we begin to experience problems with the GA scheme not converging. In future, this
type of software tool could be used for rapid course-of-action development in a front-
line operations analysis environment.
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Operations Research in Practice
Experiences from an OR Consultancy

Craig
MacLeodOrbit
SystemsNew
Zealand
craig.macleod @orbitsystems.co.nz

Abstract

Operations Research (OR) methods are not widely understood or well known in thebusiness
community. So what constitutes a problem that an OR Based model mightsolve isn’t always
clear.

This paper works through some of the problems that might require an OR professional, the
types of approaches that could be used and what the potential payoff’smay be. As OR
practitioners, Orbit are equipped to produce excellent solutions to some of these problems.

Key words: optimisation, heuristic, knapsack

1 Introduction

Problem solving with mathematical models is extremely effective, as many ORproblems are
numerical. Some simple questions will signal if an OR-based solution isrequired:

How difficult is this problem? Is getting any feasible solution going to bedifficult?

If the problem is solved without a model of some kind (e.g. by hand), how farwill the
solution be from the best possible solution?

If the answer to the previous question is ‘I’m not sure’, what method would be

used to gain a better answer?When problems are difficult to solve, any feasible
solution can seem acceptable. But diga little deeper and it often becomes clear problem
solvers have no way of knowing how close to the best possible answer they’re coming. And
very often the person chargedwith solving problems is ill-equipped to improve on the quality
of the solutions.Because:

The problem really is a difficult one to solve.

There’s no time to work on a better technique because the current solutionprocess
takes all available time.

The tools and techniques for creating a better solution are not available, or notwell
understood by the problem solver.

2 What Makes it an OR Problem?

There are two basic reasons to undertake an OR modelling exercise:

1. A very big decision must be made. Whatever it is, it’s going to cost a lot
ofmoney and spending a certain amount of time figuring out if the best possible

decision is being made is likely to be worth the effort. Even confirmation the correct
course is being taken might be worth the development of a model.
2 The same type of decision is made repeatedly. In this case, people potentiallyspend a
lot of time coming up with the answer, and even a small improvement in each result will make
model development worthwhile.
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2.1 The Big Decision

To know whether an OR model is needed, start by deciding the ‘size of the prize’. Ask,‘if we
made the best possible decision, how much would that gain?’ and conversely, ‘ifa poor
decision were made, how much would that cost?’

The best solution may be apparent, even if we’re not sure how it’s achieved -or ifit’s
possible -everyone knows the answer to the Rubik’s Cube, even if they can’t do it.So knowing
where you are and how far from a solution you might be is usefulinformation.

If the solution is not known, it’s a question of asking whether an answer that was 1%better
than the current one justifies further study.

Finally, if the decision is big enough, with enough options, a good model is ofbenefit.

2.2 Repeated Decisions

Average behaviour is the key with repeated decisions; achieving the optimal outcomefor each
decision is not necessary if we routinely make at least ‘good’ decisions. An example of this is
eating. No one gets healthy by eating the right food for one day.Moreover people won’t get
unhealthy by eating junk food for one day, or several days ina row; as long as they make good
choices most of the time.

Having a model can save planning time. If it takes a planner until 4:30pm to calculate the
daily plan, a company may have been operating poorly most of the dayeven though they had
information to enable them to do better at 9am. And what happens to the quality of those
solutions when the planner, who knows what they’re doing, is away?

Many decisions require large quantities of information to be retrieved, possibly
fromdifferent systems; an answer therefore must have multiple objectives balanced
againsteach other.

3 What Type of Model

So what type of models might be possible?

1 Direct optimisation. Though somewhat rare, problems do exist that can besolved
directly via mathematical programming.

2 An optimisation hybrid. This type of model uses a math model with some typeof
‘wrapper’ to gain meaningful results.

3 A heuristic. The size and complexity of a problem may dictate using this method. It
can be used in parallel with one of the other methods if there isuncertainty as to whether a
solution is possible or not.

4 Optimisation Case Study — NZ Post

NZ Post approached Orbit with the goal of developing a model of their mail
collection,sorting, transport, and delivery systems; NZ Post believed a mixed-integer
programmingmodel would be ideal. The size of potential savings, estimated in the millions,
warranted

4.2 Problem Size

Unsure whether the problem could be optimised, Orbit created a detailed formulation.This
formulation determined the data required from NZ Post, as well as giving ananticipated model
size. Our initial formulation indicated approximately 200,000 constraints. Since we’d solved
problems much larger than this using GAMS andCPLEX on a 32 bit Windows PC, it was
worth developing the model.

4.3 Exploding problem size

Without building an actual model it’s difficult to test specifications and formulationsand
errors or omissions can be made. For large MIP’s, a seemingly small omission cancreate
significant changes in the size of the model.

NZ Post standards for mail required Orbit to track the day of pickup for each type ofmail.
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Our initial formulation assumed recipients of mail don’t need to know the source of that mail.
The formulation overlooked the issue of across-town mail deliveries. NZ Post’s standard for
mail delivery for certain types of mail is two days. However, acrosstown should only take one
day. Therefore knowing the destination is not enough, withlocal mail, the origin is also
significant.

This type of omission is common in problem specifications. Given a list of items,most
people can easily pick ‘the odd man out’. But picking a missed item is extremelydifficult.
Orbit’s formulation was correct as far as it went, but an important issue hadbeen excluded.
Such omissions may remain undetected for an entire development process.

To implement this ‘new’ restriction, tracking both pickup date and source of mailwas
necessary and each type of mail needed to be tagged as being across-town or not.

Many constraints have an exponential increase in size due to the effects of theseadditions.
The initial estimation of 200,000 constraints rose to 850,000 for the fullmodel.

In combination with the variables and non-zero elements created, this problem wasabout
50% bigger than the maximum sized problem that could be attempted on a 32 bitWindows PC
using CPLEX. Even if it fitted, the difficulty in solving an MIP meant themodel was probably
twice as large as the biggest model that could be successfullysolved.

A seemingly small omission converted a tractable problem into an impossible one.

4.4 Problem Compression

While it may have been possible to reduce the timeframe of the model, the number ofnodes,
or the number of mail types, Orbit felt this would make the model much lessuseful in terms of

giving meaningful results. We therefore tackled the size of the modelon a number of fronts:
Limiting model options for clearly unlikely solutions.
Analysing the data to see whether knowledge about the inputs could help us.

* Being very careful not to create redundant constraints or variables.Major savings were
possible by limiting the sorting options available for each node.The across-town requirement
actually helped here, as many sorting options would notmake across-town delivery by the next
day possible. If each node was limited to having2 or 3 possible sorting node options, what was
a 20 * 20 problem size became a 20 * 3problem size. If the options are picked carefully, the
optimal solution will not be excluded.

Analysing the data provided further savings. If a particular type of mail had not been
picked up at a node at any time, then no constraints or variables needed to be generatedfor that
type of mail for the pick-up period. These types of savings would normally bemade by the LP
pre-processor, but the problem needed to be reduced to some feasiblesize before the pre-
processor could act. The final problem size after compression wasapproximately 1/3 its
original size.

4.5 Summary

Directly optimising a problem is an attractive option, especially if savings are likely tojustify
finding the best possible solution, even if the effort required is quite large.

However, small omissions, or perhaps a desired increase in functionality, can have
adramatic effect on the problem size. If sacrifices in detail are made to solve the problem,the
usefulness of the results may be compromised.

Orbit solved NZ Posts problem, but it took considerable effort to make the problemsmall
enough. Solve times were about 2 hours per scenario. Using a heuristic it mightpossibly have
taken a few minutes and the answe